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1. Introduction

When Jules en Michel Verne envisioned the Future of News in the Year 2889, they imagined (in 1889!)
a future in which citizens would connect with their media organisation and have personalised conver-
sations with statesmen, scientists, academics about what is news and worth knowing.! That future has
arrived much earlier than the Vernes had anticipated, and today, in 2024, media and technology com-
panies are building applications that summarise, re-format, read in different voices and even comple-
tely write the news. According to a recent global survey more than 75 % of respondents said to use Al
at some point along the news value chain, to either gather, produce or distribute news content.? An
even higher number of respondents indicated that they experimented with generative Al systems
(85%), and an overwhelming majority of all respondents saw an even greater role for Al in the future.?
Increasing efficiency and productivity to free up journalists for more creative work were the main dri-
vers for Al integration for more than half of the respondents, but the sector has only started exploring
the many fascinating opportunities for the future of news. Interestingly, the same study also asked
about challenges to the implementation of Al, and found that next to the technical challenges, ethical
and cultural challenges together were as pressing as the technical challenges. In a similar vein, another
recent study found that the most popular strategy to use (Generative) Al responsibly was not using it.*
This may highlight the importance of being able to effectively address the ethical, legal and cultural
concerns around Al so that media professionals to be able to trust and use the technology in line with
their professional values, and the demands of a democratic society.

What are these concerns? Key concerns include the lack of human oversight, followed by concerns
about inaccuracies, bias, the lack of quality and transparency, but also issues around copyright and
privacy.® In policy debates and the academic literature, additional issues that emerge include the way
Al would make it easier to create and disseminate disinformation and deepfakes,® affect journalistic

autonomy,” change the interaction with the audience as well as more structural consequences for
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les/19362/19362-h/19362-h.htm.
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workflows,® the broader political economy® and the planet.'? In response, and fuelled by the rapid
proliferation of Generative Al, the past two years have also seen the emergence of a whole range of
new ethical guidelines and principles to address these concerns.!! Next to ethical guidelines, laws and
regulations have a role, too, in defining the conditions for the responsible use of Al, and over the past
years, regulators in Europe and beyond have been working on new regulatory frameworks to make the
development and deployment of Al safer and trustworthy. In Europe, the two most prominent initiati-
ves in this area are the European Union’s Al Act, and the Council of Europe’s Al Convention.

The goal of this expert opinion is to answer the question if, and if so, how the Al Act and the Convention
on Al are relevant for public communication and the use of Al in the production and distribution of
news.

More concretely, the following questions will be discussed:

1. What relevance do the Al Act and the Convention on Al have on public communication medi-
ated by media and platforms in general, and on the use in the production, distribution, and
utilization of journalism in particular?

2. Where are there important regulatory gaps?

3. What are relevant considerations that can speak for or against a possible sector-specific ap-
proach?

4. What significance does the Al Act have for media organizations and the journalistic use of Al
in non-EU countries like Switzerland?

This expert opinion is based primarily on legal-doctrinal research, complemented by an external per-
spective from insights from communication law, digital journalism and digital humanities literature. A
systematic literature review was outside the scope of this study.

The study was finalised on 15 September 2024 in Amsterdam.

2. What relevance do the Al Act and the Convention on Al have on public com-
munication mediated by media and platforms in general, and on the use in
the production, distribution, and utilization of journalism in particular?

The European Al Act, which has entered into force on 1 August 2024, lays down a general legal frame-

work for the development, marketing and use of Al systems in the European Union. The Al Act is a

piece of maximum harmonisation, meaning that member states cannot adopt further-reaching rules
on matters that are regulated by the Al Act. Maximum harmonisation, in combination with a broad
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and inclusive definition of Al,*? effectively means that the Al Act will be the dominant legal framework
for Al in the European Union.

What characterises the Al Act is a risked-based approach: the Al Act categorises the use of Al into
different risk categories (unacceptable, high-risk, minimal risk, Al models with systemic risks). The hig-
her the risk category, the more stringent the Al Act’s legal requirements. In practice, the European
Commission has a prominent role in determining in which risk category a particular Al system falls. The
areas in which the use of Al systems is considered high-risk can be found in Annex Il of the Al Act, and
the European Commission is empowered to amend Annex Il and add new areas, providing the use of
Al in that area poses a significant risk to health, safety or fundamental rights.

So far, the use of Al in the media and communications sector is not included in the Al Act’s list of high-
risk Al applications. Practically this means that the use of Al in the media and public communication

t.2* What is more,

sector is considered minimal or no risk, and left largely unregulated by the Al Ac
because the Al Act is maximum harmonisation, and in combination with the broad definition of the
scope of the Al Act (and Al), the room for member states to adopt further-reaching rules for Al is
significantly reduced. Doing so would run counter to the ambition of the European Commission to
create a harmonised regulatory framework for Al. Instead, the Al Office and the European Member
State shall encourage and facilitate self-regulation in the form of drawing up codes of conduct. Of par-
ticular importance for the media and public communication sector is that the codes of conduct should
include aspects related to diversity (“facilitating an inclusive and diverse design of Al systems”), the
promotion of Al literacy and assessing and preventing the negative impact of Al systems on vulnerabi-
lity persons, accessibility for persons with disability and gender equality.?* In addition, the Al Act envi-
sages that selected rules applicable to high-risk Al can also be voluntarily applied to low or minimal-

risk Al.

Having said so, the Al Act is still directly relevant to selected aspects of the use of Al in the media and
public communications sector, some of which will be discussed now.

2.1 Al literacy

One of the few obligations that apply to all providers and deployers of Al systems, irrespective of the
risk category, is to ensure a sufficient level of Al literacy for their staff and other persons operating or
using an Al system. In so doing, providers and deployers of Al have to take into account the technical
knowledge, experience, education and training necessary as well as the context of an Al system and
who will be affected by its use.’ Concretely for the media and communication sector this could mean
that media organisations will have to make sure that their staff is sufficiently Al literate and aware of
the implications that the use of different Al systems can have for their journalistic task, professional

12 Article 3 (1) Al Act: “’Al system’ means a machine-based system that is designed to operate with varying lev-
els of autonomy and that may exhibit adaptiveness after deployment, and that, for explicit or implicit objec-
tives, infers, from the input it receives, how to generate outputs such as predictions, content, recommenda-
tions, or decisions that can influence physical or virtual environments”

13 The use of Al by the media and public communications sector can still fall under a range of other laws, in-
cluding data protection law, media law, competition and consumer law, the Digital Services Act, the Digital Mar-
kets Act, etc. A discussion of these legal frameworks, however, falls outside the scope of this expert opinion.,

14 Article 95 Al Act.

15 Article 4 Al Act.



values and the (fundamental) rights of the audience. This also means that Al literacy should not be
limited to a technical understanding of Al, but also the legal, ethical and societal implications of Al.

The provision corresponds with the findings from a recent survey the University of Amsterdam conduc-
ted in collaboration with the Associated Press. In that survey, we found that 1 in 5 respondents indica-
ted a need for training to be able to use Generative Al more responsibly, but it also became clear that
often the resources, time and room for training is lacking. As one of our respondents said: “Training is
lovely, but time spent on training is time not spent on journalism —and a small organization can't afford
to do that.”®

Importantly, for providers of Al systems, the Al literacy obligation also means that there needs to be
expertise about the context of the media and public communication sector the systems are developed
for. This addresses concerns about the lack of knowledge of Al developers about the specific needs,
concerns and professional values of those working with Al in the media and public communication
sector.!’

2.2 Unacceptable uses of Al in the media and communication sector

The Al Act lists several uses of Al that create unacceptable risks and therefore shall be banned. One
category that is potentially relevant for the media is the use of Al systems intended to be used for
biometric categorisation to categorise natural persons and deduce or infer their race, political o-
pinions, religious and philosophical believes, etc.'® This provision could be relevant e.g. in context of
using Al to analyse archival data or the automated creation of metadata. This prohibition does not
apply to “any labelling or filtering of lawfully acquired biometric datasets, such as images”.’® More
clarification is needed if this exception only applies in law enforcement, as is one reading of the provi-
sion, or could potentially also extend to the archives and data collections owned by media organisati-
ons, or to which media organisations have lawful access.

Another category of potentially prohibited Al practices concerns the use of Al to manipulate or deceive
people or exploit their vulnerabilities.? This provision could potentially ban certain forms of dark pat-
terns or unfair behavioural targeting practices, for example on social media platforms. The manipula-
tion, deception or exploitation of vulnerabilities must cause or be reasonably likely to cause significant
harm. The relevant recital in the Al Act refers to machine-brain interfaces or virtual reality as examples,
but also clarifies that common and legitimate advertising practise in themselves do not fall under the
prohibition.? In practice, the provision will be most relevant for particularly malicious uses of Al-sup-
ported targeting practices, and forms of harms that are not covered by the Unfair Commercial Practice
Directive, such as physical or psychological harms.

Even if an Al system, or a particular use of Al is not included in the list of banned practices of the Al
Act, a sector can still decide not to engage in certain users of Al (e.g. by means of self-regulation or

16 Diakopoulos et al., ‘Generative Al in Journalism: The Evolution of Newswork and Ethics in a Generative Infor-
mation Ecosystem’.

17 Natali Helberger et al., “Towards a Normative Perspective on Journalistic Al: Embracing the Messy Reality of
Normative Ideals’, Digital Journalism 10, no. 10 (2022).

18 Article 5 (1) (g) Al Act.

19 Article 5 (1)(g) Al Act.

20 Article 5 (1) (a) and (b) Al Act.

21 Recital 29 Al Act.



general agreement). For example, in the international AP survey, most respondents agreed that the
generation of entire pieces of content by generative Al should be banned. Other suggested bans in-
clude the generation of interview questions and creating content that misleads or deceives and there-

fore conflicts with professional values, such as a commitment to trust and integrity.?2

2.3 Use of Al in election campaigns

The only use of Al in the media and public communication area that has been listed as high-risk are Al
systems “intended to be used for influencing the outcome of an election or referendum or the voting
behaviour of natural persons in the exercise of their vote in elections or referenda”.?® The phrasing
“intended to be used for influencing the outcome of an election” is vague, and could potentially range
from Al-driven recommender systems that show political content on the basis of user profiles who
sees what political information to Al-driven polls, Al-driven political microtargeting, but also data jour-
nalism in an election context.

There is an equally broad exemption, too, and excluded would be the use of Al systems at the backend
of a campaign, that is the use of “Al systems whose output natural persons are not directly exposed
to, such as tools used to organise, optimise and structure political campaigns from an administrative
and logistic point of view”.? In other words, the use of Al to develop a campaign strategy, analyse
voter patterns or party programs will probably not fall under the high-risk categorisation. In practice,
the distinction between backend and user-facing uses of Al does not necessarily reflect the risk of
potential harm, which is why elsewhere, we have argued that this exemption should be interpreted
narrowly and extent to strategic uses, for example to use Al to advise as part of a campaign strategy
to instil fear or spread disinformation,? or using specific target criteria for matching up GenAl content
for automated ad targeting.2® These strategic uses may or may not directly expose users to the output
of an Al system, but they are at the heart of many concerns about the use of (Gen)Al in elections.

The fact that the use of Al in election campaigns has been classified as high-risk does not imply that it
is prohibited using Al in elections, but that the high-risk requirements have to be observed, and most
of these requirements accrue to the developer, that is those developing and selling a system, like
Outbrain, Elevenlabs, or Open Al, Microsoft and Google. Some examples of potentially relevant provi-
sions for the use of Al in the context of elections and campaigning are the obligation to establish and
maintain a risk management system and the provisions on data quality and management. The obliga-
tion to implement and maintain a risk management system means that the functioning of the high-risk
Al system needs to be monitored throughout its entire lifecycle, to be able to identify and mitigate any
known or reasonably foreseeable risks for e.g. the exercise of political freedoms but also the risk of
misuse, for example, to create mal-information or political advertising campaigns to dissuade voters
from voting.

22 Diakopoulos et al., ‘Generative Al in Journalism: The Evolution of Newswork and Ethics in a Generative Infor-
mation Ecosystem’, 25-26.

23 Annex |11 8(b) Al Act.

24 Annex |11 8 (b) Al Act.

%5 See for example: https://nos.nl/nieuwsuur/collectie/13903/artikel/2519046-chatbots-adviseerden-verspreid-
desinformatie-en-zaai-angst-over-eu-verkiezingen

26 Natali Helberger and Claes H. de Vreese, ‘Caught between Grand Ambitions and Small Print: The Al Act and
the Use of GenAl in Elections’, Internet Policy Review, 2024, https://policyreview.info/articles/news/the-ai-act-
and-use-of-genai-elections/1769.



The Al Act also formulates requirements for the quality of training, validation and testing data, for
example, making sure the data does not internalise biases that can lead to discriminatory outputs or
are not sufficiently representative. The systems also need to be designed and developed in such a way
that they can perform with accuracy and are resilient, to cyber-attacks or foreign interference. All these
obligations do not necessarily translate into a direct obligation to make sure that an Al system does
not generate inaccurate output or false information, but if systems create false information on a more
systemic level, arguably this could trigger the monitoring & risk mitigation obligations.

The main obligations of a political party or a social media platform using a high-risk Al system would
then be to follow the usage instructions by the developers, make sure the humans overseeing the
system have the necessary training, make sure input data is relevant and representative, and inform
the provider of any malfunctioning or risks that they observe when operating the system. If political
parties can be considered to be bodies governed by public law they will also be obliged to perform a
fundamental rights impact assessment, describing e.g. the categories of voters affected, potential
harms to their fundamental rights, such as the right to freedom of expression, political participation,
privacy or non-discrimination, and how these risks will be mitigated.?” In contrast, the obligation to
conduct a fundamental rights impact assessment would not accrue to a media organisation or social
media platform because they are no bodies governed by public law.

2.4 Transparency obligations

One of the most prominent concerns around the use of Al, and generative Al in particular, in the media
sector is the ease with which synthetic text, audio or video can be created. The moral and ethical basis
for these concerns is complex and can include a diverse set of objections against the use of synthetic
content. These can be fears about misleading users about the source or authenticity of a piece of in-
formation (human or Al), concerns about the quality and veracity of synthetic content, the intent with
which it has been created (e.g. to manipulate and disinform), the lack of ‘humaness” in the communi-
cation, denigration and disrespect for the audience (subjected to automated communication because
cheaper, more efficient, etc.), fears about the ease with which humans can be replaced, personality
rights and moral objections against being impersonated or adorning an Al with human features. Im-
portantly, whether a content has been created by a human or an Al does not yet say much about the
truth or accuracy of that content. Both, humans and Al can err, make mistakes and misrepresent the
truth. And yet, in many public and academic debates, the one-size-fits-all solution to these concerns
is transparency, so also in the Al Act.

The Al Act qualifies the use of Al to produce synthetic content as low risk that can be addressed
through transparency obligations for both, the providers and deployers of Al systems. Providers of Al
systems must ensure that users are informed when they are interacting with an Al system,?® and the
outputs of the Al system must be labelled in a “machine-readable format and detectable as artificially
generated or manipulated.”? The latter obligation can, for example, help media organisations or social
media platforms® to identify the authenticity of synthetic text, video or images.

27 Article 29a Al Act

28 Article 50 (1) Al Act.

2% Article 50 (2) Al Act.

30 This obligation needs to be read in connection with Articles 34 and 35 (1)(h) of the DSA to the extent that the
proliferation of synthetic content can pose a systemic risks that Very Large Online Platforms are obliged to miti-
gate.



For deployers of Al systems that generate synthetic content, the Al Act distinguishes between synthetic
image, audio or video (deepfake) and text. In both situations, deployers are obliged to disclose the fact
that the content has been artificially generated or manipulated. Where audio, video or images form
“part of an evidently artistic, creative, satirical, fictional or analogous work or programme, the trans-
parency obligations set out in this paragraph are limited to disclosure of the existence of such genera-
ted or manipulated content in an appropriate manner that does not hamper the display or enjoyment
of the work”.3! With regards to text, the transparency obligation only applies to text which is published
with the purpose of “informing the public on matters of public interest” (which probably excludes
commercial advertising, personalised targeting, entertainment, etc). It does not apply “where the Al-
generated content has undergone a process of human review or editorial control and where a natural
or legal person holds editorial responsibility for the publication of the content.”3? In other words, the
use of Al systems to generate synthetic content in editorial media is excluded from the transparency
obligation. Since the publication of text with the purpose of informing the public on matters of public
interest is typically the primary task of the editorial media, which is subsequently excluded from the
application of the provision, the practical relevance of Article 50 (4) Al Act for the media and public
communications sector is minimal, symbolic at best.

2.5 Copyright

One important controversy around Al, and Generative Al in particular, is the legal protection of training
data under copyright law. The question of whether or not to allow providers like OpenAl, Anthropic or
Meta to train their models on publicly available media content is a question that splits the sector. While
some media professionals argue that allowing these models to train on media content will help to
make the models more accurate, represent different viewpoints or languages and ultimately benefit
also the media industry, for others the unauthorised use of their contents raises serious concerns
about copyright, unfair competition, the sustainability of the media sector and how to protect journa-
listic integrity and trust in journalism.®* In response, some media organisations, like the New York
Times, go to courts, others strike deals with companies like OpenAl. Often these deals are not trans-
parent, and there is a danger of a growing digital divide between media organisations that are able to
strike a deal or sue, and those who are not. While there is some discussion around potential collective
solutions, the Al Act itself does neither enable nor encourage those.

Having said so, a necessary pre-condition for both approaches is the ability of media organisations,
and rights holders more generally, to be able to exercise and ascertain their intellectual property rights
in the content that is being used for training. Under European copyright law, training models on
publicly available content can fall under the so-called text and data mining exception,?* unless right
holders opt-out from content being used as training data. Where media organisations have done so,
providers of LLMs must negotiate for a licence to be able to use that content lawfully. Another

31 Article 50 (4), 3™ sentence.

32 Article 50 (4), 4t and 5™ sentence.

33 Diakopoulos et al., ‘Generative Al in Journalism: The Evolution of Newswork and Ethics in a Generative Infor-
mation Ecosystem’.

34 Art. 4 of the Directive on Copyright in the Digital Single Market. See also Thomas Margoni and Martin Kret-
schmer, ‘A Deeper Look into the EU Text and Data Mining Exceptions: Harmonisation, Data Ownership, and the
Future of Technology’, GRUR International 71, no. 8 (1 August 2022): 685-701,
https://doi.org/10.1093/grurint/ikac054.



challenge is the difficulty for a media organisation to verify that a model has been trained on copy-

righted content.3>

The Al Act addresses this problem in two ways. First, it requires all providers of General Purpose Al
models to have a policy in place to comply with intellectual property law and offer a technical state-
of-the-art solution for right holders to reserve their rights.3® Secondly, all providers shall make publicly
available a sufficiently detailed summary of the content used for training the model, using a template
by the Al Office.?” This information can help rightsholders to ascertain whether their content has been
used for training purposes but it can potentially also enable more scrutiny of other aspects of the
training data, for example respect for data protection law, or whether data sets have been used that

are problematic because of the inclusion of bias or unlawful content.3®

In practice, much will depend on the level of detail of information that the Al Office’s template will
mandate.

2.6 Generative Al

According to the latest version of the Al Act, the regulation refers to generative Al models like GPT or
Gemini as “General Purpose Al Models” and distinguishes between models with and without systemic
risks. Applicable to all providers of general purpose Al models — with the exception of open source
models - are the obligation to draw up and keep an up-to-date technical documentation of the model
and the way it has been trained and tested.?® This information does not have to be made publicly
available, but can be requested by the Al Office, the national competent authorities, and providers of
so-called Al systems, i.e. services like ChatGPT or Deepl, that are built on top of a model. The goal is to
give providers of these systems the information needed to understand the capabilities and limitations
of a particular model. In addition, there are the obligations with respect to European copyright and
the transparency of data sets (see section 5). Proposals by the European Parliament to train and design
models in such a way as to ensure adequate safeguards against the generation of content in breach of
Union law and without prejudice to fundamental rights*® did not make it into the final version of the
Al Act. Neither is there a legal obligation under the Al Act for general purpose Al models without
systemic risks to test the models, identify and mitigate any possible risks.

The obligation to test and engage in risk assessment and mitigation is reserved to providers of general-
purpose Al models with systemic risks. These are models that reach a certain threshold of technical
capability or impact on the market.** The risk monitoring and mitigation measures are limited to so

35 Jodo Pedro Quintais and Nicholas Diakopoulos, ‘A Promer and FAQ on Copyright Law and Generative Al for
News Media’, Generative Al in the Newsroom (blog), 2023, https://generative-ai-newsroom.com/a-primer-
and-fag-on-copyright-law-and-generative-ai-for-news-media-f1349f514883.

36 Article 52 (1) (c) Al Act

37 Article 53 (1) d) Al Act

38 |n this sense e.g. Open Future, Considerations for Implementing Rightsholder Opt-Outs by Al Model Develo-
pers, May 2024, https://openfuture.eu/publication/considerations-for-implementing-rightholder-opt-outs-by-
ai-model-developers/

39 Article 53 Al Act.

40 European Parliament, Amendments adopted by the European Parliament on 14 June 2023 on the proposal
for a regulation of the European Parliament and of the Council on laying down harmonised rules on artificial
intelligence (Artificial Intelligence Act) and amending certain Union legislative acts (COM(2021)0206 — C9-
0146/2021 - 2021/0106(COD)), P9-TA(2023)0236, Article 28b (4)(b) Al Act.

41 Article 51 and 55 Al Act.



called ‘systemic risks’,*? echoing the systemic risk monitoring obligations that also apply to providers

of Very Large Online Platforms under the DSA. The Al Act defines as “a risk that is specific to the high-
impact capabilities of general-purpose Al models, having a significant impact on the Union market due
to their reach, or due to actual or reasonably foreseeable negative effects on public health, safety,
public security, fundamental rights, or the society as a whole, that can be propagated at scale across
the value chain.”* Systemic risks can therewith potentially also pertain to fundamental communication
rights, like freedom of expression, privacy or non-discrimination, and the reference to “society” could
also include the media and public communications sector.

The relevance of the Al Act’s provisions for General Purpose Al for the media depend on whether
media are providers of a General Purpose Al model (in the sense that they train their own model), %
providers of General Purpose Al systemes, i.e. a service, like a chatbot or text generator or users of third
party systems.

For media organisations as developers of their own General Purpose Al model, the Al Act offers a very
light weight regulatory approach (as long as they do not pass the threshold to qualify as a model with
systemic risks), limited to technical documentation and transparency about training data, in addition
to the general rules, like GDPR. It is up to media organisations to adopt additional voluntary rules that
go beyond these requirements.

For media organisations as providers of a General Purpose Al system, the Al Act includes some trans-
parency rights that can help a media organisation to make a first assessment of the reliability and
trustworthiness of a particular model. This information is important for media organisations as the
quality of the model can ultimately also affect the trustworthiness and reliability of the output of the
service. Much will depend on the level of detail of the information, and on media organisation’s ability
to conduct an informed assessment.

The down sight of the light-touch regulatory approach for General Purpose Al models is the lack of
more concrete safeguards or guardrails to guarantee that a General Purpose Al model is trustworthy
and save to use. Concretely, this means that media organisations as users of 3rd party General Purpose
Al Systems cannot trust that models that comply with the Al Act were trained on lawful and trust-
worthy data or tested for any potential negative effects and risks for the media, the audience and
society at large — with the exception of the very largest models that qualify as General Purpose Al
Models with Systemic Risks. The lack of further-reaching guardrails for General Purpose Al models
could benefit the few models with systemic risks that fall under the more stringent legal obligations,
and therefore potentially more reliable, and therewith defeat the original objective behind the light
touch approach, namely, to improve the conditions for the so-called European champions.

42 See on the difficult notion of “systemic risks” Sally Broughton Micova and Andrea Calef, ‘Elements for Effec-
tive Systemic Risk Assessment Under the DSA’ (Center on Regulation in Europe (CERRE): University of East
Anglia, 2023), https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4512640.
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2.7 The Council of Europe Al Convention

The Council of Europe Convention on Al features several important differences, as compared to the
European Al Act, also from the perspective of the media and public communications sector.

As a human rights instrument, the focus of the Convention is on creating the conditions for the pro-
tection of human rights, democracy and the rule of law in the context of Al. As a human rights instru-
ment, and unlike the Al Act, the Convention is only directly applicable to public authorities, but impo-
ses positive obligations on states to address risks and impacts ‘from activities within the lifecycle of
artificial intelligence systems by private actors”.*> The Convention then lists a number of fundamental
rights and public interests that must be safeguarded, including human dignity and individual auto-
nomy, equality and non-discrimination, privacy and personal data protection, reliability, save innova-
tion, non-discrimination, digital literacy and the rights of persons with disabilities and children.

Most relevant for the media and communication sector is, next to the general commitments to funda-
mental rights such as privacy and non-discrimination, are

e A specific obligation to make sure Al is not used to undermine the integrity, independence and
effectiveness of democratic institutions,*®

e A specific reference to the integrity of democratic processes and the obligation to protect “fair
access to and participation in public debate, as well as their ability to freely form opinions”,*

e The obligation to promote the “reliability of artificial intelligence systems and trust in their

outputs, which could include requirements related to adequate quality and security.”*®

Therewith, and in contrast to the Al Act, the Al Convention explicitly addresses and makes more con-
crete some core values relevant for the media and public communications sector, such as integrity of
democratic institutions, the impact of Al on participation in the public debate, and the reliability of the
output. On the other hand, unlike the Al Convention, the Al Act specifically mentions the use of Al in
elections. It remains to see how states will interpret the Convention’s concept of undermining “the
integrity, independence and effectiveness of democratic institutions”, but a broad interpretation would
potentially allow to address also more structural challenges to the media sector that the Al Act does
not address. Examples could be the dependence on Big Tech companies, the lack of sovereign digital
infrastructures, a growing digital divide between media organisations that can and cannot afford digital
innovation, the proliferation of disinformation and decline of trust in the media. The emphasis on fair
access to and participation in the public debate could potentially open the way for more pro-active
value-driven approaches (instead of risked-based), such as stimulating diversity and inclusiveness in
recommender systems or equal opportunities for political parties online. In a similar way, the obliga-
tion to promote to the reliability and trust of the output of Al systems goes beyond a risked-based
approach in the sense that it can also include positive measures or obligations to increase the quality
and veracity of content, even before the lack of such turns into a risk for fundamental rights and
society. Insofar, the Al Convention is more clearly geared towards tackling specific problems around
the use of Al in the media and communication sector and includes more pro-active obligation for

4 Article 3 (b) of the Al Convention.
46 Article 5 (1) of the Al Convention.
47 Article 5 (2) Al Act.

48 Article 12 of the Al Convention.



public authorities to contribute to the realisation of values (rather than only concentrating on the
mitigation of risks to values).*

Another notable difference is that unlike the European Al Act, the Al Convention does not explicate
different risk categories, but leaves it up to the individual states to identify “actual and potential im-
pacts to human rights, democracy and the rule of law.” States must then adopt “graduated and diffe-
rentiated measures”, depending on a case-by-case assessment of the context, intended use, and the
severity and probability of impacts. Therefore, certain uses of Al in the media and communication
sector could potentially fall under the risk assessment & mitigation obligations of the Al Convention.

Unlike under the European Al Act, there is an explicit obligation to consider as part of the assessment
the perspectives of persons whose rights might be impacted. Also, the risk assessment framework of
the Convention is broader in that it also obliges to take into account the context of an Al system, and
requires, where appropriate, testing of all systems, not only high-risk Al systems, or General Purpose
Al models with systemic impact.

Finally, unlike the European Al Act, which is maximum harmonisation, the Al Convention explicitly en-
courages states to adopt complementary sector specific regulations.

3. Where are there important regulatory gaps?

In the following | will outline several of the most important regulatory gaps that | see in the Al Act with
view to the media and public communications sector. This list is the result of a first analysis and not
exhaustive. A discussion of how to address these gaps requires additional (extensive) study and falls
outside the scope of this expert opinion.

3.1 Substantive vacuum

The Al Act takes a procedural approach and defines responsibilities for several stakeholders to make
sure Al systems and models are safe, trustworthy and respect fundamental rights. Doing so, the Al Act
is premised on the principle of self-assessment, and it is in the first place up to providers of Al systems
to define when exactly an Al system is posing a risk to fundamental rights. Put differently, tech compa-
nies, often non-European based, are tasked with the difficult task to interpret and conceptualise the
scope of fundamental rights protection in an Al context and identify and anticipate known and yet
unknown but reasonably foreseeable risks. This is a task that has been typically performed by courts
and specialised government agencies and involves complex processes of contextual interpretation and
balancing of conflicting rights and freedom:s.

The Al Act, recognising the difficulty of the task, is seeking recourse to standardisation and automation
to ease the burden on companies. For deployers that have to perform a fundamental rights impact
assessment, for example, the Al Office must develop “a template for a questionnaire, including through

an automated tool” to simplify the task.>® And providers of general purpose and high-risk Al benefit
from a presumption of conformity with the provisions of the Al Act when the follow harmonised stan-

dards by the European standardisation bodies.>? The latter are predominantly technical

49 See Article 3 (a) and (b) of the Convention, in relation to private parties the focus is still on addressing risks
and impacts only.

50 Article 27 (5) Al Act.

51 Article 43 Al Act.



standardisation bodies, and experts have repeatedly warned about the industrial focus and lack of
fundamental rights expertise, representation of a broad range of societal stakeholders and democratic
accountability in these bodies.>?

A major gap that the Al Act leaves is the question of when exactly fundamental rights and freedoms
are at risk and how to measure and assess the adequacy and effectiveness of mitigation measures.
In other words, the Al Act leaves a substantive vacuum. The Al Act does define roles and responsibi-
lities for a few stakeholders to provide substance and interpretation. There is potentially a role for the
Fundamental Rights Agency, which will be a permanent member of the Advisory Forum that must
advice the European Al Board and the Commission.> Then there is the Al Board, composed of member
state representatives, another advisory body that must “facilitate the development of common criteria
and a shared understanding among market operators and competent authorities of the relevant con-
cepts provided for in this Regulation, including by contributing to the development of benchmarks”.>*
Potentially, also the Scientific Panel of Independent Experts will have a role to play as it must alert the
Al Office of possible systemic risks of general purpose Al systems.>® Finally, there are the National Com-
petent Authorities, who must, next to technical skills also have an in-depth understanding of funda-
mental rights,*® as well as the European Commission that determines which Al systems pose a high-
risk to fundamental rights, and issue common specifications in case technical standards do not offer
sufficient fundamental rights protection.>” The Al Act foresees special rights of access to documenta-
tion and to require (technical) testing for the national authorities tasked to protect fundamental
rights,>® and failures to mitigate risks to fundamental rights can be sanctioned.>® All these rules, how-
ever, are procedural.

Curiously absent in the Al Act are institutions that have traditionally played a key role in interpreting
fundamental rights law, such as courts, and particularly the European Court of Human Rights, or the
Council of Europe as human rights standard setting organisation. And yet, also the Council of Europe

52 Carlo Colombo and Mariolina Eliantonio, ‘Harmonized Technical Standards as Part of EU Law: Juridification
with a Number of Unresolved Legitimacy Concerns?: Case C-613/14 James Elliot Construction Limited v. Irish
Asphalt Limited, EU:C:2016:821’, Maastricht Journal of European and Comparative Law 24, no. 2 (1 April 2017):
323-40, https://doi.org/10.1177/1023263X17709753; Martin Ebers, ‘Standardizing Al — The Case of the Euro-
pean Commission’s Proposal for an Artificial Intelligence Act’, in Larry A. DiMatteo/Michel Cannarsa/Cristina
Poncibo (Eds.), The Cambridge Handbook of Artificial Intelligence: Global Perspectives on Law and Ethics (Bos-
ton: Cambridge University Press, 2022); Natali Helberger, ‘FutureNewsCorp, or How the Al Act Changed the
Future of News’, Computer Law & Security Review 52 (1 April 2024): 105915,
https://doi.org/10.1016/j.clsr.2023.105915; Michael Veale and Frederik Zuiderveen Borgesius, ‘Demystifying
the Draft EU Artificial Intelligence Act’, Computer Law Review International 22, no. 4 (2021). But also see Ar-
ticle 40 (3) Al Act, according to which “The participants in the standardisation process shall seek to promote
investment and innovation in Al, including through increasing legal certainty, as well as the competitiveness
and growth of the Union market, to contribute to strengthening global cooperation on standardisation and ta-
king into account existing international standards in the field of Al that are consistent with Union values, funda-
mental rights and interests, and to enhance multi-stakeholder governance ensuring a balanced representation
of interests and the effective participation of all relevant stakeholders in accordance with Articles 5, 6, and 7 of
Regulation (EU) No 1025/2012.”
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56 Article 70 (2) Al Act and 28 (1) Al Act.

57 Article 41 (1)(a)(iii) Al Act.
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Al Convention deals with a similar problem — very inclusive but also very abstract commitments to
human rights, and not further specified obligations for states to arrive at more concretisation.

3.2 Limits and pitfalls of a risked-based approach

Al systems in the media and communication sector are — apart from certain applications in the election
context — not included in the high-risk category. This decision has not been uncontroversial. In the
earlier European Parliament proposal, the Parliament, for example, had proposed to add the Al-driven
recommender systems on social media platforms to the list of high-risk Al.®° Others have suggested to
include deepfakes into the high-risk category.®! The list of high-risk Al applications in Annex Il is subject
to potential amendments, and one important point for future discussion is whether there are Al ap-
plications in the media and communications sector that should be considered high-risk.

Having said so, it is also important to maintain some realism about the potential of the Al Act’s high-
risk Al obligations to address potential risks from Al for the media and communications sector. Reasons
for this are, among others,

a) a relatively narrow focus on risks flowing from the Al systems themselves and lack of a concrete
obligation to consider the broader context or non-technical factors (e.g. human failure, lack of ethical
guidelines and organisational safeguards to assist professionals in the responsible use of Al, negative
repercussions for users’ trust, available alternative choices, etc.),

b) the lack of concrete measures or benchmarks to measure a negative impact on human rights, and
the question to what extent negative impacts on human rights are at all susceptible to technical or
guantitative measures, and more generally

c) the difficulty of subsuming all concerns around the use of Al in the media and communications sec-
tor under the concept of fundamental rights (see more on this later), and the danger of a bureaucra-
tisation and reduction of fundamental rights to make it more feasible and simpler for companies to
comply with the Al Act.

In contrast, the Al Convention does relate to the broader context in which an Al system operates, and
explicitly stresses the importance of involving affected users, such as marginalised communities and
members of the audience that are typically under-represented in the media, or particularly vulnerable
to the negative effects of content moderation or exclusionary practices. Having said so, because of its
vagueness, much will depend on the willingness and political capital of individual states when inter-
preting and translating the commitments from the Convention.

On a more principal level, inherent to a risked-based approach is the focus on minimising risks, instead
of maximising opportunities and optimal conditions for the realisation of fundamental rights. From the
point of technology or commercially driven innovation this can be a sensible approach. From the per-
spective of fundamental rights and public values an important gap that the Al Act leaves is creating
incentives to go beyond what is strictly necessary to not interfere with core values. In contrast, a

0 European Parliament, Amendments adopted by the European Parliament on 14 June 2023 on the proposal
for a regulation of the European Parliament and of the Council on laying down harmonised rules on artificial
intelligence (Artificial Intelligence Act) and amending certain Union legislative acts (COM(2021)0206 — C9-
0146/2021 — 2021/0106(COD)), Annex Ill, paragraph 1, point 8, point ab, P9_TA(2023)0236,

61 Romero Moreno, ‘Generative Al and Deepfakes’; Mariétte Van Huijstee et al., ‘Tackling Deepfakes in Euro-
pean Policy’, Report for the European Parliamentary Research Service (Brussels: European Parliament, 2021).



human-rights driven approach, like the Al Convention, acknowledges that Al can also create opportu-
nities for the realisation and flourishing of human rights,®? and that the obligations of states under
fundamental rights law also include pro-active duties to create optimal conditions for the realisation
and flourishing of human rights.

3.3 Accountability gaps along the value chain

Unlike the Al Convention, the European Al Act is strongly provider-centric. Most obligations accrue to
the developers/providers of Al systems. One of the primary obligations of deployers, i.e. professional
users, is to follow the instructions of the providers and use the Al systems as intended.®® In practice,
the realisation of trustworthy and responsible Al depends on the interplay between a wide range of
stakeholders, some of which are addressed by the Al Act (providers of Al systems, regulators, European
standardisation bodes, importers), others not or hardly (providers of data sets, end-users, those buil-
ding applications on top of Al systems, app stores, hardware producers, model market places, etc.).%*
In other words, the Al Act only addresses a part of the Al value chain, and leaves important gaps in the
chain of accountable actors.

And while the Al Act lays down some of the ground rules for the development and deployment of Al
systems, much of the actual regulation will take place in the relationship between providers and deplo-
yers, in the form of terms of use and user guidelines. The adequacy and fairness of the conditions in
the terms of use can be determining for a fair and effective outcome. One example are contractual
clauses in which providers of General Purpose Al reserve the right to change or cease the service wit-
hout prior warning. As experiences with social media platforms have taught us,% provisions like these
can be very problematic for media organisations that rely and build on third party technology. Contrac-
tual provisions that discourage or even ban reverse engineering and scraping Al models are problema-
tic from the perspective of the role of the media as critical observers and identifying (systemic) risks,
and so forth.%® Another gap, therefore, is the lack of attention for governance-by-contract, and a sys-
temic control of the fairness of the terms of use and their potential relevancy for the media.

Vice versa, the responsible use of Al begins with responsible procurement, i.e. selecting responsible Al
systems, and in so doing, also drive demand for systems and models that are better than others in
respecting fundamental rights, the environment, the interests of users and society. And yet, particu-
larly for smaller media organisations without large legal departments it can be very difficult to assess
the fairness of contractual conditions and the overall trustworthiness of an Al system. For all other Al

62 Natali Helberger et al., ‘A Freedom of Expression Perspective on Al in the Media — with a Special Focus on
Editorial Decision Making on Social Media Platforms and in the News Media’, European Journal of Law and
Technology 11, no. 3 (30 December 2020), https://ejlt.org/index.php/ejlt/article/view/752.
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2022), https://www.ceps.eu/download/publication/?id=37654&pdf=CEPS-In-depth-analysis-2022-03_Reconci-
ling-the-Al-Value-Chain-with-the-EU-Artificial-Intelligence-Act.pdf.
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systems than high-risk Al and the very limited category of General Purpose Al systems with systemic
risk, the Al Act creates minimal legal standards or signals as it leaves the majority of systems only lightly
regulated. Assisting media organisations in that choice, particularly smaller and local once, could go
some way to help making the use of Al in the media and communications sector more responsible.
This is also the reason why the Council of Europe has published procurement guidelines to help media
organisations to make well-considered and responsible procurement decisions.®’

3.4 Synthetic content, deepfakes and limits to a transparency approach

The Al Act defines the use of Al to synthesize information and communication as low risk, subject to a
transparency approach. At least two important regulatory gaps should be noted. One concerns the
effectiveness of the transparency provisions in their current form, both in terms of scope as well as
enforceability. For example, research by the Al, Media & Democracy Lab has indicated that people
would always feel manipulated when not informed that a content has been Al generated. % Why then
limiting the transparency obligation to content that is published with the purpose of informing the
public on matters of public interest? Our research also found that the fact that a piece of content has
been Al generated does not yet provide users with any meaningful information on whether it is accu-
rate, true and trustworthy. More generally, to be effective, a transparency approach would need to be
informed by empirical insights in the information that users need in order to make informed choices.

In terms of enforcement, if there are no effective, automated tools to distinguish synthetic from hu-
man-made content, the prospect of effective enforcement of the obligations is very questionable.
Well-intending users of generative Al systems will have intrinsic motivations to inform about the use
of Al in order not to lose the trust from the audience. Actors with mall-intent will have no incentives
to comply with the provision unless effective detection is possible and pose the most serious threat to
fundamental rights and (trust in) the quality of the public sphere.

The second, and more fundamental problem with the transparency approach is that it glosses over a
much needed discussion about where exactly the deeper structural problems with synthetic content
are, starting with the question if there are situations in which synthetic content poses a more signifi-
cant (high) risk to fundamental rights than in others (e.g. in an election context, fully automated con-
tent, content with the intention to mislead)®, concerns about moral and personality rights, the more
structural changes (generative) Al can cause for the media sector, challenges in establishing the vera-
city and quality of content (synthetic content can still be truthful and high quality), issues of data qua-
lity and more generally how to tackle the underlying problem: the use of Al with the intent to produce
harmful deepfakes and synthetic disinformation. Insofar, the qualification of synthetic content as low
risk is undifferentiated and misleading.

57 Council of Europe, Guidelines on the responsible implementation of artificial intelligence (Al) systems in jour-
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3.5 Beyond concrete risks and more structural problems for the political economy, including
aspects of infrastructure capture and the environment

Then there is a question to what extent the focus on (risks for) human rights is adequate and sufficient
in tackling the potential negative consequences for the political economy and structure of the media
and communication sector. Respect for the right to freedom of expression, equality, political participa-
tion, privacy and other fundamental rights is critical for the ability of individual citizens to benefit from
and participate in a vibrant digital public sphere. A human-rights centred approach, however, is less
suitable to tackle more structural challenges.”® Examples are the dependency of the media on techno-
logies and digital infrastructures that are controlled by a small number of very large technology com-
panies, and potential challenges for journalistic autonomy and independence, growing digital divides
between media organisations that do or do not have room and resources to invest in Al, the decline of
trust in the media as a result of the large-scale proliferation of disinformation and deepfakes, etc. Some
of these challenges may fall under the scope of other pieces of EU legislation, such as the Digital Mar-
kets Act or EU competition law, others are left unaddressed. In a similar way, it is still very unclear to
what extent the Al Act will be effective in tackling wider societal challenges around Al, including impli-
cations for the labour market, the economic sustainability of media organisations or the environment.
And there is a real risk that harms to values not covered by the Al Act will only be detected once they

have materialised.”?

3.6 The lack of a research exemption

As the DSA, the effective implementation and enforcement of the Al Act will depend on a multitude of
stakeholders, including researchers. Researchers will have, for example, important tasks around the
development and assessment of Al systems.”? Unlike the DSA, however, the Al Act does not give rese-
archers a right of access to data, models or the information that is needed to do so. Many of the leading
Al companies restrict researchers access to the necessary information.”® Another gap in the Al Act is
therefore the lack of a suitable research exemption.

4. What are relevant considerations that can speak for or against a possible sec-
tor-specific approach?

One important consideration in favour of a sector-specific approach would be that it avoided the chal-
lenge of creating a regulation that can apply to all the different uses of Al and the resulting need for
generalisation and abstraction. A more sector-specific approach would allow to identify and address
more concretely concerns and opportunities of using Al in a particular sector, and to offer more clarity
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and substantive guidance. It would also allow involving more sector-specific expertise, including that
of media organisations, experts as well as specialised regulatory authorities.

Arguments against a sector-specific approach are related to the sensitivity of regulating the media
sector, which has a long-standing history of self-regulation and non-state interference, grounded,
among others, in fundamental rights law and the special position of the media as a democratic insti-
tution.”* More specifically for the European Union, the Al Act, its inclusive scope and the fact that the
regulation is maximum harmonisation, limits the room for national, sector-specific regulations.

5. What significance does the Al Act have for media organizations and the jour-
nalistic use of Al in non-EU countries like Switzerland?

As a non-EU country, Switzerland has no legal or contractual obligation to adopt or implement the Al
Act. This is not to say that Switzerland could not decide to take over selected or all aspects of the Al
Act. Having said so, the Al Act could apply under certain conditions indirectly to Swiss media organisa-
tions:

To the extent that Swiss media organisations develop or deploy Al in services that are consumed by
citizens of the European Union certain provisions of the Al Act can apply. 7> An example is the obligation
to label synthetic content. The same is true if a Swiss media organisation was to develop a General
Purpose Al model and use it within the territory of the European Union.”®

If a Swiss media organisation wishes to complain that a provider of Al models or systems infringes the
Al Act, the media organisation can lodge a complaint with the relevant European market surveillance
authority.”’

In addition, Swiss media organisations can benefit indirectly from the Al Act to the extent that provi-
ders of Al systems or General Purpose Al comply with the Al Act for the territory of the European Union
and offer the same services to Swiss media organisations. It remains to be seen to what extent the Al

Act will have a so-called “Brussels Effect.””8

In case Switzerland decides to ratify the Al Convention, it will create binding obligations for Switzer-
land. Having said so, and seeing the rather high-level character of the Convention, it will leave Switzer-
land considerable flexibility to decide how to implement the obligations from the Convention.
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